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Introduc6on		

Ø  There	are	two	type	of	physical	quan??es:	
Ø  Scalars	
Ø  Vectors	

Ø  Scalars:	are	quan??es	 that	can	be	described	by	a	numerical	value	
alone.	

Ø  Vectors:	are	quan??es	that	require	both	a	number	and	a	direc?on	
for	their	complete	physical	descrip?on.	
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Geometric	Vectors	

Ø  Vectors	are	represented	in	two	dimensions	(also	called	2-space)	or	
in	three	dimension	(also	called	3-space)	by	arrows.		

Ø  The	direc?on	of	the	arrowhead	specifies	the	direc?on	of	the	vector	
and	the	length	of	the	arrow	specifies	the	magnitude.	

Ø  Mathema?cians	call	these	geometric	vectors.	
Ø  The	tail	of	the	arrow	is	called	the	ini?al	point	of	the	vector	and	the	

?p	the	terminal	point.	
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Geometric	Vectors	(cont.)	

Ø  Vectors	 will	 be	 represented	 in	 bold	 leJers	 and	 scalars	 will	 be	 in	
italic	type.	

Ø  A	 vector	 v	 has	 the	 ini?al	 point	 A	 and	 terminal	 point	 B	 as	 shown	
below:		
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Geometric	Vectors	(cont.)	

Ø  Vectors	with	same	length	and	direc?on	are	said	to	be	equivalent.		
Ø  Vector	 is	 determined	 solely	 by	 its	 length	 and	 direc?on,	 hence	

equivalent	vectors	are	regarded	to	be	the	same	vector	even	though	
they	may	be	in	different	posi?ons.		

Ø  Equivalent	vectors	are	regarded	to	be	the	same	vector	even	though	
they	may	be	in	different	posi?ons.	

Ø  The	 vector	 whose	 ini?al	 and	 terminal	 points	 coincide	 has	 length	
zero,	so	its	known	as	zero	vector	and	denote	it	by	0.		

Ø  The	zero	vector	has	no	natural	direc?on,	so	we	will	agree	that	it	can	
be	 assigned	 any	 direc?on	 that	 is	 convenient	 for	 the	 problem	 at	
hand.		
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Vector	Addi6on	

Ø  Parallelogram	Rule	for	Vector	Addi6on:		
Ø  If	 v	 and	w	 are	 vectors	 in	 2-space	 or	 3-space	 that	 are	 posi?oned	 so	

their	 ini?al	points	coincide,	then	the	two	vectors	form	adjacent	sides	
of	a	parallelogram.	

Ø  The	 sum	 v+w	 is	 the	 vector	 represented	 by	 the	 arrow	 from	 the	
common	 ini?al	 point	 of	 v	 and	 w	 to	 the	 opposite	 vertex	 of	 the	
parallelogram.	
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Vector	Addi6on	(cont.)	

Ø  Triangle	Rule	for	Vector	Addi6on:		
Ø  If	v	and	w	are	vectors	in	2-space	or	3-space	that	are	posi?oned	so	the	

ini?al	 point	 of	w	 is	 at	 the	 terminal	 point	 of	 v,	 then	 the	 sum	 v+w	 is	
represented	 by	 the	 arrow	 from	 the	 ini?al	 point	 of	v	 to	 the	 terminal	
point	of	w	(shown	in	figure	b)	

Ø  The	 sum	v+w	 and	w+v	 by	 the	 triangle	 rule	 is	 shown	 in	figure	 c.	 This	
construc?on	make	it	evident	that:	v+w	=	w+v		
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Vector	Addi6on	(cont.)	

Ø  Triangle	Rule	for	Vector	Addi6on:	(cont.)		
Ø  The	sum	obtained	by	the	triangle	rule	is	the	same	as	the	sum	obtained	

by	the	parallelogram	rule.	
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Vector	Subtrac6on	

Ø  The	nega?ve	of	a	vector	v,	denoted	by	–v	is	the	vector	that	has	the	
same	length	as	v	but	is	oppositely	directed.	(shown	in	fig:	a)	

Ø  The	difference	of	v	from	w,	denoted	by	w-v	is	taken	to	be	the	sum:	
w-v	=	w	+	(-v).	

Ø  The	 difference	 of	 v	 and	w	 can	 be	 obtained	 geometrically	 by	 the	
parallelogram	method	shown	in	figure	b.		

Ø  Or	 more	 directly	 by	 posi?oning	 w	 and	 v	 so	 their	 ini?al	 points	
coincide	and	drawing	the	vector	from	the	terminal	point	of	v	to	the	
terminal	point	of	w	(shown	in	fig:	c	).	
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Scalar	Mul6plica6on	

Ø  If	v	 is	a	nonzero	vector	 in	2-space	or	3-space	and	if	k	 is	a	nonzero	
scalar,	then	we	define	the	scalar	product	of	v	by	k	to	be	the	vector	
whose	length	is	|k|	?mes	the	length	of	v	and	whose	direc?on	is	the	
same	 as	 that	 of	v	 if	 k	 is	 posi?ve	 and	 opposite	 to	 that	 of	v	 if	 k	 is	
nega?ve.		

Ø  If	k=0	or	v=0,	then	we	define	kv	to	be	0.	
Ø  The	 figure	 below	 shows	 the	 rela?onship	 between	 a	 vector	 v	 and	

some	of	its	scalar	mul?ple.		
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Parallel	&	Collinear	Vectors	

Ø  Suppose	 that	 v	 and	w	 are	 vectors	 in	 2-space	 or	 3-space	 with	 a	
common	ini?al	point.		

Ø  If	 one	 of	 the	 vectors	 is	 a	 scalar	 mul?ple	 of	 the	 other,	 then	 the	
vectors	lie	on	a	common	line,	so	it	is	reasonable	to	say	that	they	are	
collinear.	(as	shown	below)	
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Parallel	&	Collinear	Vectors	(cont.)	

Ø  However,	 if	we	 translate	 one	 of	 the	 vectors	 as	 indicated	 in	 fig	 b,	
then	the	vectors	are	parallel	but	no	longer	collinear.	

Ø  Although	 the	 vector	 0	 has	 no	 clearly	 defined	 direc?on,	 we	 will	
regard	it	to	be	parallel	to	all	vectors	when	convenient.	
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Sum	of	Three	or	More	Vectors	

Ø  Vector	addi?on	 sa?sfies	 the	associa?ve	 law	 for	addi?on,	meaning	
that	when	we	add	three	vectors,	say	u,	v	,	and	w	it	does	not	maJer	
which	two	we	add	first;	i.e.,	u	+	(v	+	w)	=	(u	+	v)	+	w	.	

Ø  A	simple	way	to	construct	u	+	v	+	w	 is	to	place	the	vectors	“?p	to	
tail”	in	succession	and	then	draw	the	vector	from	the	ini?al	point	of	
u	to	the	terminal	point	of	w.		
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Vectors	in	Coordinate	Systems	

Ø  If	a	vector	v	in	2-space	or	3-space	is	posi?oned	with	its	ini?al	point	
at	the	origin	of	a	rectangular	coordinate	system,	then	the	vector	is	
completely	determined	by	the	coordinates	of	its	terminal	point.	As	
shown	below:	

Ø  These	 coordinates	 are	 known	 as	 the	 components	 of	 v	 rela?ve	 to	
the	coordinate	system.	
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Vectors	in	Coordinate	Systems	(cont.)	

Ø  We	 will	 write	 v	 =	 (v1	 ,	 v2)	 to	 denote	 a	 vector	 v	 in	 2-space	 with	
components		(v1	,	v2)	 	and	v	=	(v1	,	v2	,	v3)	to	denote	a	vector	v	in	3-
space	with	components		(v1	,	v2	,	v3)	.	

Ø  The	two	vectors	 in	2-space	or	3-space	are	equivalent	if	and	only	if	
they	have	the	same	terminal	point	when	their	 ini?al	points	are	at	
the	origin.		

Ø  Algebraically,	this	means	that	two	vectors	are	equivalent	if	and	only	
if	their	corresponding	components	are	equal.	

Ø  For	example:	v	=	(v1	,	v2	,	v3)	 	and	w	=	(w1	,	w2	,	w3)	 	in	3-space	are	
equivalent	if	and	only	if:	v1	=	w1	,	v2	=	w2	,	v3	=	w3	.	
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Vectors	whose	Ini6al	Point	is	Not	at	the	Origin	

Ø  If	P1P2			denotes	the	vector	with	ini?al	point	P1	(x1	,	y1)	and	terminal	
point	P2	 (x2	 ,	y2),	 then	the	components	of	 this	vector	are	given	by	
the	formula:	P1P2		=	(x2	-	x1	,	y2	–	y1).	

Ø  The	 vector	 	 P1P2	 	 is	 the	difference	of	 vectors	OP1	 	 and	OP2	 	 ,	 so:	
	P1P2		=	OP1-	OP2	=	(x2	,	y2)	–	(x1	,	y1)	=	(x2	-	x1	,	y2	–	y1)	
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Example	#1	

Ø  Finding	the	components	of	a	vector:	
Ø  The	components	of	the	vector	v	=	P1P2	 	with	ini?al	point	P1	(2	,	-1	,

4)	and	the	terminal	point	P2	(7,	5,	-8)	are: 	 	 	
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v = 7− 2,5− −1( )( ), −8− 4( )= 5,6,−12( )



n-Space	

Ø  Defini?on:	 If	n	 is	an	posi?ve	 integer,	 then	an	ordered	n-tuple	 is	a	
sequence	of	n	real	numbers	(v1	,	v2,	….	,	vn).	The	set	of	all	ordered	n-
tuples	is	called	n-space	and	is	denoted	by	Rn.		
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Opera6ons	on	Vectors	in	Rn	

Ø  Defini?on:	Vectors	v	=	(v1,	v2,	….	,	vn)	and	w	=	(w1	,	w2,	…,	wn)	in	Rn	
are	said	to	be	equivalent	if:	v1	=	w1	,	v2	=	w2	,	vn	=	wn		

Ø  For	example:	Equality	of	vectors:	
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a,b,c,d( ) = 1,−4,2, 7( )
If and only if a =1, b = −4, c = 2 and d = 7



Proper6es	of	Vector	Opera6ons	

Ø  Theorem:	If	u	,	v	and	w	are	vectors	in	Rn	and	if	k	and	m	are	scalars,	
then:	
Ø  (a):	u	+	v	=	v	+	u	
Ø  (b):	(u	+	v)	+	w	=	u	+	(v	+	w)	
Ø  (c):	u	+	0	=	0	+	u	=	u	
Ø  (d):	u	+	(-u)	=	0	
Ø  (e):	k	(u	+	v)	=	ku	+	kv	
Ø  (f):	(k	+	m)	u	=	ku	+	mu	
Ø  (g):	k(mu)	=	(km)	u	
Ø  (h):	1u	=	u		

Ø  Theorem:	If	v	is	a	vector	in	Rn	and	k	is	a	scalar,	then:		
Ø  (a):	0v	=	0	
Ø  (b):	k0	=	0	
Ø  (c):	(-1)v	=	-v	
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Linear	Combina6ons	

Ø  Defini?on:	 If	 w	 is	 a	 vector	 in	 Rn,	 then	 w	 is	 said	 to	 be	 a	 linear	
combina?on	of	the	vectors	v1	,	v2	,….,	vr	in	Rn	if	it	can	be	expressed	
in	the	form:	w	=	k1v1+	k2v2	+	….	+	krvr	.		

Ø  Where	 k1,	 k2	 ,…,	 kr	 are	 scalars.	 These	 scalars	 are	 called	 the	
coefficients	of	the	linear	combina?on.		

Ø  For	 example	 :	 If	 in	 case	 r=1,	 formula	 becomes	w=	 k1v1,	 so	 that	 a	
linear	combina?on	of	a	single	vector	is	just	a	scalar	mul?ple	of	that	
vector.	
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Alterna6ve	Nota6ons	for	Vectors	

Ø  A	vector	in	Rn	is	just	a	list	of	its	n	components	in	a	specific	order	any	
nota?on	 that	displays	 those	 components	 in	 the	 correct	order	 is	 a	
valid	way	of	represen?ng	the	vector.	

Ø  For	example	a	vector	in	v	=	[v1	v2	….	Vn]	is	called	a	row	matrix	form	
and	in	column	matrix	form	it	can	be	wriJen	as:	
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v =

v1
v2
!
vn

⎡

⎣

⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥



Norm,	Dot	Product,	and	Distance	in	Rn	
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Norm	of	a	Vector	

Ø  Defini?on:	If	v	=	(v1,	v2,	….,	vn)	is	a	vector	in	Rn,	then	the	norm	of	v	
(also	 called	 the	 length	 of	v	 or	 the	magnitude	 of	v)	 is	 denoted	 by						
||v||	and	is	defined	by	the	formula:	
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v = v1
2 +v2

2 +v3
2 + .....+vn

2



Example	#2	

Ø  Calcula?ng	Norms:	vector	v	=	(-3,	2,	1)	in	R3	is:	

Ø  Norm	of	the	vector	v	=	(2,	-1,	3,	-5)	in	R4	is:	
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v = −3( )
2
+ 22 +12 = 14

v = 22 + −1( )
2
+32 + −5( )

2
= 39



Theorem	

Ø  If	v	is	a	vector	Rn,	and	if	k	is	any	scalar,	then:	
Ø  ||v||	≥	0	
Ø  ||v||	=	0	if	and	only	if	v	=0	
Ø  ||kv||	=	|k|	||v||	
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Unit	Vectors	

Ø  A	vector	of	norm	1	is	called	a	unit	vector.		
Ø  If	v	is	any	nonzero	vector	in	Rn,	then:	 	 						defines	a	unit	

vector	that	is	in	the	same	direc?ons	as	v.	
Ø  The	process	of	mul?plying	a	nonzero	vector	by	the	reciprocal	of	its	

length	to	obtain	a	unit	vector	is	called	normalizing	v.		
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u = 1
v
v



Example	#3	

Ø  Find	the	unit	vector	u	that	has	the	same	direc?on	as	v=	(2,2,-1).	
Ø  Solu?on:	

Ø  The	vector	v	has	length:	
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v = 22 + 22 + −1( )
2
= 3

Thus ,

u = 1
3
2,2,−1( ) = 2

3
, 2
3
,−1
3

⎛

⎝
⎜

⎞

⎠
⎟



The	Standard	Unit	Vectors	

Ø  When	a	rectangular	coordinate	system	is	introduced	in	R2	or	R3,	the	
unit	 vectors	 in	 the	 posi?ve	 direc?ons	 of	 the	 coordinate	 axes	 are	
called	the	standard	unit	vectors.		

Ø  The	standard	unit	vectors	 in	Rn	to	be:	e1	=	(1,0,0,…,0),	e2=(0,1,0,…,
0),…..,	en	=	(0,0,0,….,1)	in	which	case	every	vector	v	=	(v1,	v2	,….,	vn)	
in	Rn	can	be	expressed	as:		
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v = (v1,v2,....,vn ) = v1e1 + v2e2 +....+ vnen



Distance	in	Rn	

Ø  If	u	 =	 (u1,	 u2,…,un)	 and	 v	 =	 (v1,	 v2,…,vn)	 are	 points	 in	 Rn,	 then	we	
denote	the	distance	between	u	and	v	by	d	(u,	v)	and	define	it	to	be:	
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d u,v( ) = u− v = u1 − v1( )2 + u2 − v2( )2 +...+ un − vn( )2



Example	#4	

Ø  Calcula?ng	Distance	in	Rn.		
Ø  If:	u	=	(1,3,-2,7)	and	v	=	(0,7,2,2)	
Ø  Then	the	distance	between	u	and	v	is:	
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d u,v( ) = u− v = 1− 0( )2 + 3− 7( )2 + −2− 2( )2 + 7− 2( )2

= 58



Dot	Product	

Ø  If	 u	 and	 v	 are	 nonzero	 vectors	 in	 R2	 or	 R3	 and	 if	 θ	 is	 the	 angle	
between	u	 and	 v,	 then	 the	 dot	 product	 also	 known	 as	 Euclidean	
inner	product	of	u	and	v	is	denoted	by	u.v	and	is	defined	as:	

Ø  If	u	=	0	or	v	=	0,	then	we	define	u	.	v	to	be	0.	
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u ⋅ v = u v cosθ



Dot	Product	(cont.)	

Ø  Above	formula	of	dot	product	can	also	be	wriJen	as:	

Ø  Since	0	≤	θ	≤	π,	it	follows	from	above	formula	and	proper?es	of	the	
cosine	func?on	that:		
Ø  θ	is	acute	if	u	.	v	>	0	
Ø  θ	is	obtuse	if	u	.	v	<	0	
Ø  	θ	=π/2	if	u	.	v	=0	
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cosθ = u ⋅ v
u v



Example	#5	

Ø  Find	the	angle	between	a	diagonal	of	a	cube	and	one	of	its	edges.	
Ø  Solu?on:		

Ø  Let	k	be	 the	 length	of	an	edge	and	 introduce	a	coordinate	system	as	 shown	
below.		

Ø  If	we	let	u1	=	(k,0,0)	,		u2	=	(0,k,0)	and	u3	=	(0,0,k),	then	the	vector:	d	=	(k,k,k)	=	
u1+u2+u3	is	a	diagonal	of	the	cube.		

Ø  Then:	
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cosθ = u1 ⋅d
u1 d

=
k2

k( ) 3k2( )
=
1
3



Example	#5	(cont.)	

Ø  With	the	help	of	a	calculator	we	obtain:	
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θ = cos−1 1
3

⎛

⎝
⎜

⎞

⎠
⎟ ≈ 54.74!



Component	Form	of	the	Dot	Product	

Ø  If	u	=	 (u1,	u2,…,un)	and	v	=	 (v1,	v2,…,vn)	are	vectors	 in	Rn,	 then	 the	
dot	 product	 of	 u	 and	 v	 is	 denoted	 by	 u	 .	 v	 and	 is	 defined	 by: 				

	u	.	v	=	u1v1+u2v2+….+unvn	
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Algebraic	Proper6es	of	the	Dot	Product	

Ø  Theorem:	If	u,	v	and	w	are	vectors	in	Rn	and	if	k	is	a	scalar,	then:	
Ø  (a):	u	.	v	=	v	.	u	[Symmetry	Property]	
Ø  (b):	u	.	(v	+	w)	=	u	.	v	+	u	.	w	[Distribu?ve	property]	
Ø  (c):	k	(u	.	v	)	=	(ku)	.	v	[Homogeneity	property]	
Ø  (d):	v	.	v	≥	0	and	v	.	v	=	0	if	and	only	if	v	=	0	[Posi?vity	property]	
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Dot	Product	as	Matrix	Mul6plica6on		

Ø  If	A	is	an	n	x	n	matrix	and	u	and	v	are	n	x	1	matrices,	then	it	follows	
that:	

Ø  The	resul?ng	formulas:	
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Au ⋅ v = vT Au( ) = vTA( )u = ATv( )
T
u = u ⋅ATv

u ⋅Av = Av( )T u = vTAT( )u = vT ATu( ) = ATu ⋅ v

Au ⋅ v = u ⋅ATv
u ⋅Av = ATu ⋅ v



Dot	Product	as	Matrix	Mul6plica6on		
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